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Abstract. This paper is interested in studying existence results for a general class of nonlinear elliptic
problems with variable exponents associated with the differential inclusion and degenerate coercivity. We
prove an existence of entropy solutions for this non-coercive differential inclusion. Moreover, we will give
some regularity results for these solutions.

1. Introduction

In this paper, we deal with the following nonlinear multivalued elliptic problem with Dirichlet boundary
conditions:

(S, f )


γ(u) − div

(
a(x,∇u)

(1 + |u|)θ(p(x)−1)

)
∋ f in Ω,

u = 0 on ∂Ω,

where Ω is a bounded domain of RN, N ≥ 2, with sufficiently smooth boundary denoted by ∂Ω, γ is a
maximal monotone graph such that 0 ∈ γ(0) and a(x, ξ) : Ω ×RN

→ RN is a Carathéodory function which
verifies the natural extensions of Leray-Lions assumptions to the variable exponents case such that p(·)
satisfies the log-Hölder continuity condition (see (1) below) such that 1 < p− ≤ p+ < N. As well as the
right-hand side f ∈ L1(Ω).

We point out that, in the case of constant exponents, the solvability of the problem (S, f ) is very well
understood (see [2]). In this previous paper, if f ∈ L∞(Ω), we proved the existence and uniqueness of a
bounded weak energy solution to the problem (S, f ). While if f ∈ L1(Ω), we established the existence and
some regularity results for the so-called entropy solution to the problem (S, f ) only for 0 ≤ θ(p−1) < N(p−1)

N−1 −1.
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More precisely, that is a pair of functions (u,w) satisfies the two conditions:
(1) u : Ω → R is measurable and w ∈ L1(Ω) such that u(x) ∈ D(γ(x)) and w(x) ∈ γ(u(x)) for almost every x
in Ω.
(2) For every k > 0, Tk(u) ∈W1,p

0 (Ω) and∫
Ω

wTk(u − v)dx +
∫
Ω

a(x,∇u)
(1 + |u|)θ(p(x)−1)

· ∇Tk(u − v)dx ≤
∫
Ω

f Tk(u − v)dx

holds for all v ∈W1,p
0 (Ω) ∩ L∞(Ω). Moreover, we showed that u ∈W1,q

0 (Ω), with q ∈
(
1, N(p−1)(1−θ)

N−1−θ(p−1)

)
.

The natural framework to solve the problem (S, f ) is that of Sobolev spaces with variable exponents. In
recent years, the study of variational problems and partial differential equations with non-standard growth
conditions has received considerable attention from many models coming from various fields, including
biology, engineering, finance and many branches of mathematical physics, such as elastic mechanics, image
processing and electro-rheological fluid dynamics, etc. There is a lengthy list of references regarding open
problems and recent developments can be found in Diening et al. [10].

Later, in the absence of the maximal monotone graph (γ ≡ 0) and for θ = 0, Sanchón and Urbano in [18]
obtained the existence and uniqueness of an entropy solution to the p(x)-Laplacian problem.

In another important work [20], Wittbold and Zimmermann adapted the notion of renormalized solution
to a new and interesting elliptic problem type diffusion-convection in the framework of variable exponent
Sobolev spaces

γ(u) − diva(x,∇u) − divF(u) ∋ f in Ω,

u = 0 on ∂Ω.

They proved for F locally Lipschitz continuous, γ maximal monotone mapping with 0 ∈ γ(0), f ∈ L1(Ω)
and a continuous exponent p(·), the existence and uniqueness of a renormalized solution.

Recently, Zhang and Fu [21] established a partial generalization of results from the pioneering paper
[3] of Alvino et al. to the variable exponents case. More precisely, they considered the nonlinear elliptic
equation (S, f ), in the case where γ ≡ 0, with principal part having degenerate coercivity, p(·) ∈ C(Ω) such
that 1 < p− ≤ p+ < N and f ∈ Lm(x)(Ω). If m− > N

p− , they proved the existence of a bounded weak energy

solution to (S, f ) for 0 ≤ θ ≤ p−−1
p+−1 . While if m− ≤ N

p− , the existence of weak or entropic solutions is achieved

only for 0 ≤ θ < p−−1
p+−1 .

To our knowledge, there is no literature has considered the non-coercive multivalued problem (S, f )
in the setting of Sobolev spaces with variable exponents W1,p(x)

0 (Ω). Motivated by [21] and [18], it is our
purpose in this paper to extend our results in [2] to the variable exponent case. We will study the existence
and some q(x)-regularity results of entropy solution to the nonlinear multivalued elliptic problem (S, f )
with L1

−data and for any maximal monotone graph γwhere the functional setting involves Sobolev spaces
with variable exponents.

We want to mention that there are some difficulties associated with these kinds of problems:

Firstly, Au := −div
(

a(x,∇u)
(1 + |u|)θ(p(x)−1)

)
is a monotone operator from W1,p(x)

0 (Ω) into its dual. However, when

0 < θ < 1, the term A(u) becomes degenerate, which can result in a slow diffusion effect when the solution
u becomes large. As a result of this degeneracy, classical methods for elliptic equations are not applicable,
even when the datum f is regular.

The second difficulty arises when a variable exponential growth condition is given for a(·, ·) in the
equation. In this case, the operator A exhibits a more complex nonlinearity, making some techniques used
in the constant exponent case inapplicable.

Considering the fact that the problem (S, f ) involves data f ∈ L1(Ω), it is pertinent to explore the
concept of entropy solutions, which require less regularity than the usual weak solutions. The concept of
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entropy solution was first introduced by Bénilan et al. in [5] for nonlinear elliptic problems with constant
p. Not long ago, in [18], Sanchón and Urbano investigated the Dirichlet problem associated with the p(x)-
Laplace equation and established the existence and uniqueness of entropy solutions for L1-data, as well as
integrability results for the solution and its gradient.

In this article, we utilize the approximation procedure to obtain the results. Specifically, we focus on
a sequence of nondegenerate Dirichlet problems, which ensures the existence of solutions. By obtaining
a priori estimates on the approximate solutions and subsequently taking the limit, we are able to find a
solution for (S, f ).

The present paper is structured as follows: Section 2 provides definitions and results related to variable
exponent Sobolev spaces. In section 3, we outline the assumptions and introduce the concepts of weak
and entropy solutions for the problem (S, f ), we also establish the existence of our main result. Section 4
introduces and solves approximating problems for any L∞−data f , which is necessary to prove the main
result. Finally, section 5 focuses on proving the existence of entropy solutions and some regularity results
when f ∈ L1(Ω).

2. Preliminaries and notations

2.1. Lebesgue and Sobolev spaces with variable exponents
In the following, we will briefly review some definitions and fundamental properties of Lebesgue and

Sobolev spaces with variable exponents for the reader’s convenience. We suggest the reader to [8–14, 22–24]
and the references therein for more background about these spaces.

Let Ω be a bounded open subset of RN (N ≥ 2), we say that a real-valued continuous function p(·) is
log-Hölder continuous on Ω if

|p(x) − p(y)| ≤
C

−lo1|x − y|
for all x, y ∈ Ω such that 0 < |x − y| ≤

1
2
, (1)

where C is a constant.
We denote

C+(Ω) =
{

log-Hölder continuous function p(·) : Ω→ R such that 1 < p− ≤ p(x) ≤ p+ < N
}
,

where p− = min
x∈Ω

p(x) and p+ = max
x∈Ω

p(x).

We define the variable exponent Lebesgue space for p(·) ∈ C+(Ω) by

Lp(x)(Ω) =
{

u : Ω→ Rmeasurable :
∫
Ω

|u(x)|p(x)dx < ∞
}
.

The space Lp(x)(Ω) under the norm

∥u∥p(x) = inf
{
λ > 0 :

∫
Ω

∣∣∣∣∣u(x)
λ

∣∣∣∣∣p(x)

dx ≤ 1
}

is a uniformly convex Banach space and therefore reflexive. The conjugate space of Lp(x)(Ω) will be denoted
by Lp′(x)(Ω) where 1

p(x) +
1

p′(x) = 1.

Proposition 2.1 (See [13], [22]).

i) For any u ∈ Lp(x)(Ω) and v ∈ Lp′(x)(Ω), we have the Hölder type inequality∣∣∣∣∣∫
Ω

uvdx
∣∣∣∣∣ ≤ (

1
p−
+

1
p′−

)
∥u∥p(x)∥v∥p′(x).
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ii) For all p1(·), p2(·) ∈ C+(Ω) such that p1(x) ≤ p2(x), we have

Lp2(x)(Ω) ↪→ Lp1(x)(Ω)

and the embedding is continuous.

Proposition 2.2 (See [13], [22]). If we denote

ρ(u) =
∫
Ω

|u(x)|p(x)dx for all u ∈ Lp(x)(Ω),

then, the following assertions hold

i) ∥u∥p(x) < 1 (resp. = 1, > 1)⇔ ρ(u) < 1 (resp. = 1, > 1).

ii) ∥u∥p(x) > 1⇒ ∥u∥p
−

p(x) ≤ ρ(u) ≤ ∥u∥p
+

p(x) and ∥u∥p(x) < 1⇒ ∥u∥p
+

p(x) ≤ ρ(u) ≤ ∥u∥p
−

p(x).

iii) ∥u∥p(x) → 0⇔ ρ(u)→ 0 and ∥u∥p(x) →∞⇔ ρ(u)→∞.

Now, we define the Sobolev space with variable exponent by

W1,p(x)(Ω) =
{
u ∈ Lp(x)(Ω) : |∇u| ∈ Lp(x)(Ω)

}
and it can be equipped with the norm

∥u∥1,p(x) = ∥u∥p(x) + ∥∇u∥p(x). (2)

By W1,p(x)
0 (Ω), we denote the subspace of W1,p(x)(Ω), which is the closure of C∞0 (Ω) with respect to the

norm (2).
The critical Sobolev exponent is defined as p∗(x) = Np(x)

N−p(x) for p(x) < N, and the dual space of W1,p(x)
0 (Ω)

will be denoted by W−1,p′(x)(Ω).

Proposition 2.3 (See [13], [14]).

i) The spaces W1,p(x)(Ω) and W1,p(x)
0 (Ω) are separable and reflexive Banach spaces.

ii) If q(·) ∈ C+(Ω) and q(x) < p∗(x) for evey x ∈ Ω, then the embedding

W1,p(x)
0 (Ω) ↪→↪→ Lq(x)(Ω)

is continuous and compact.

iii) Poincaré’s inequality: there exists a constant C > 0, such that

∥u∥p(x) ≤ C∥∇u∥p(x) for every u ∈W1,p(x)
0 (Ω). (3)

iv) Sobolev inequality: there exists another constant C > 0, such that

∥u∥p∗(x) ≤ C∥∇u∥p(x) for every u ∈W1,p(x)
0 (Ω).

Remark 2.4. The log-Hölder continuous condition (1) is used to obtain several regularity results for Sobolev spaces
with variable exponents; specially, C∞(Ω) is dense in W1,p(x)(Ω) and W1,p(x)

0 (Ω) =W1,p(x)(Ω)∩W1,1
0 (Ω). Furthermore,

the Sobolev embedding also holds (see [8]) for q(x) = p∗(x), i.e., W1,p(x)(Ω) ⊂ Lp∗(x)(Ω).
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Remark 2.5. By (3), we deduce that ∥u∥1,p(x) and ∥∇u∥p(x) are equivalent norms on W1,p(x)
0 (Ω). Note that the following

inequality∫
Ω

|u(x)|p(x)dx ≤ C
∫
Ω

|∇u(x)|p(x)dx,

in general does not hold (see [12]). But by Proposition 2.2 and (3), we have∫
Ω

|u(x)|p(x)dx ≤ C max
{
∥∇u∥p

+

p(x), ∥∇u∥p
−

p(x)

}
.

2.2. Notations
Throughout the paper, we will use the following notations. Giving E ⊂ Ω a Lebesgue measurable set,

we will denote its characteristic function by χE and its Lebesgue measure by |E|.
For any j ≥ 0 and v : Ω→ R, the set {x ∈ Ω : |v(x)| ≥ (>,≤, <,=) j}will be written by {|v| ≥ (>,≤, <,=) j}.
For any given η > 0, let hη : R→ R be the function defined by

hη(s) =


0 if |s| ≥ η + 1,
η + 1 − |s| if η < |s| < η + 1,
1 if |s| ≤ η.

For k > 0, the standard truncation function Tk : R→ R is defined as

Tk(s) =


k if s ≥ k,
s if |s| < k,
−k if s ≤ −k,

and we define Gk : R→ R by

Gk(s) =


s − k if s ≥ k,
0 if |s| < k,
s + k if s ≤ −k.

Let δ > 0 and S+δ : R −→ R be defined by

S+δ (s) =


1 if s ≥ δ,
s
δ

if 0 < s < δ,

0 if s ≤ 0.

Obviously, S+δ is an approximation of the function si1n+0 : R→ R defined as

si1n+0 (s) =

1 if s > 0,
0 if s ≤ 0.

3. Essential assumptions and statements of result

3.1. Basic assumptions
The basic assumptions of the problem (S, f ) are presented in the following:

Let Ω be a bounded domain in RN, N ≥ 2, with sufficiently smooth boundary ∂Ω, p ∈ C+(Ω) and let us
consider a(x, ξ) : Ω ×RN

→ RN to be a Carathéodory function (i.e. a(x, ξ) is continuous in ξ for a.e. x ∈ Ω
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and measurable in x for every ξ ∈ RN) such that
Assumption (H1)

a(x, ξ) · ξ ≥ α|ξ|p(x), (4)

|a(x, ξ)| ≤ C0

(
a0(x) + |ξ|p(x)−1

)
, (5)

(a(x, ξ) − a(x, ξ′)) · (ξ − ξ′) > 0, (6)

for almost every x ∈ Ω and all ξ, ξ′ ∈ RN with ξ , ξ′, where α > 0, C0 > 0 and a0 is a nonnegative function
in Lp′(x)(Ω).
Assumption (H2)

The nonlinearity γ : R→ 2R is a set valued, maximal monotone graph such that 0 ∈ γ(0).
Assumption (H3)

Throughout this paper, if not otherwise specified, we always assume that

2 −
1
N
< p− ≤ p(x) ≤ p+ < N and 0 ≤ θ(p+ − 1) <

N(p− − 1)
N − 1

− 1. (7)

3.2. Statement of the main result

Let us now turn to our main result. In the same spirit of [2], we introduce the following classes of
solutions for the problem (S, f ).

Definition 3.1. Let f ∈ L∞(Ω). A weak solution of the problem (S, f ) is a couple of functions (u,w) ∈ W1,p(x)
0 (Ω) ×

L∞(Ω) such that w ∈ γ(u) a.e. in Ω and∫
Ω

wvdx +
∫
Ω

a(x,∇u)
(1 + |u|)θ(p(x)−1)

· ∇vdx =
∫
Ω

f vdx holds for all v ∈W1,p(x)
0 (Ω). (8)

In this paper, our assumption on the data f ∈ L1(Ω) does not assure the existence of a weak solution.
This forces us to use the notion of an entropy solution, which will be presented in the definition that follows:

Definition 3.2. Let f ∈ L1(Ω). A couple of measurable functions (u,w) is called entropy solution of (S, f ) if this
couple satisfies the two conditions:
(C1) u : Ω→ R is measurable and w ∈ L1(Ω) such that u(x) ∈ D(γ(x)) and w(x) ∈ γ(u(x)) for a.e. x in Ω.
(C2) For each k > 0, Tk(u) ∈W1,p(x)

0 (Ω) and∫
Ω

wTk(u − v)dx +
∫
Ω

a(x,∇u)
(1 + |u|)θ(p(x)−1)

· ∇Tk(u − v)dx ≤
∫
Ω

f Tk(u − v)dx (9)

holds for all v ∈W1,p(x)
0 (Ω) ∩ L∞(Ω).

Remark 3.3. We recall that the gradient of u which appears in (9) is defined as in Lemma 2.1 in [5] to be the unique
measurable function ϕ : Ω→ RN such that

∇Tk(u) = ϕχ{|u|<k}

for a.e. x ∈ Ω and for any k > 0.
Furthermore, if u ∈W1,1

0 (Ω), then ϕ ≡ ∇u in the usual weak sense.
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Remark 3.4. Observe that the use of Tk(u − v) as a test function gives meaning to all the terms in (C2). Indeed, the
second integral in the left-hand side is only on the set {|u − v| ≤ k}, then, the integral is well defined, and on this set,
we have |u| ≤ k + ∥v∥∞ =M, as a consequence, we get∫

Ω

a(x,∇u)
(1 + |u|)θ(p(x)−1)

· ∇Tk(u − v)dx =
∫
Ω

a(x,∇TM(u))
(1 + |TM(u)|)θ(p(x)−1)

· ∇Tk(u − v)dx,

which is finite by the growth condition (5) on a.

The aim of this paper is to prove the following result stated bellow:

Theorem 3.5. Assume that (H1)-(H3) hold true and f ∈ L1(Ω), there exists at least one entropy solution (u,w) of
the problem (S, f ) in the sense of Definition 3.2. Furthermore, u ∈W1,q(x)

0 (Ω), with q(x) ∈
(
1, (p(x)−1−θ(p+−1))N

N−1−θ(p+−1)

)
.

4. Existence of weak solutions for f ∈ L∞(Ω)

We shall introduce and resolve the approximate problems listed in the subsection 4.1 before establishing
the aforementioned Theorem 3.5.

For any f ∈ L1(Ω) and m,n ∈N, let fm,n : Ω→ Rbe the function defined by fm,n(x) = max(−n,min( f (x),m))
for almost every x ∈ Ω. Evidently, one has fm,n ∈ L∞(Ω) for every m,n ∈N and | fm,n(x)| ≤ | f (x)| a.e. in Ω, as
a result lim

m→∞
lim
n→∞

fm,n = f in L1(Ω) and a.e. in Ω.

The following theorem will give us an existence of weak solutions (um,n,wm,n) of (S, fm,n) for every fixed
m,n ∈N:

Theorem 4.1. Assume that (H1)-(H3) hold true and f ∈ L∞(Ω), there exists at least one weak solution (u,w) of the
problem (S, f ).

Remark 4.2. Observe that the assumption on f given in the above theorem yields L∞(Ω) solutions for nonlinear
multivalued elliptic problems involving degenerate coercivity with variable exponents. The result (which is not
depending on θ) is not surprising, since if one looks for bounded solutions then the lack of coercivity of the operator

A(u) := −div
(

a(x,∇u)
(1 + |u|)θ(p(x)−1)

)
(which is created by unbounded functions) “disappears”.

We will divide our proof of the above Theorem 4.1 in several steps and we will use standard techniques.

4.1. Approximate problems
Let f ∈ L∞(Ω), we consider the approximate problem of (S, f ), for 0 < ε ≤ 1, by

(Sε, f )


γε(T 1

ε
(uε)) + εarctan(uε) + Aε(uε) = f in Ω,

uε = 0 on ∂Ω,

where Aε(u) = −div

 a(x,∇u)
(1 + |T 1

ε
(u)|)θ(p(x)−1)

 and γε(·) : R→ R is the Yosida regularization of γ(·) given by

γε =
1
ε

(
I − (I + εγ)−1

)
.

The following property of a maximal monotone graph in R2 can be found, e.g. in [6, 7, 17].

Proposition 4.3. Let γ : R → 2R be any maximal monotone graph. Then, there exists a convex, lower semi-
continuous and proper function j : R→ (−∞,+∞] such that γ is the subdifferential of j, i.e. γ = ∂ j.

The function j is uniquely determined up to an additive constant and it is superpositionally measurable.
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Note that the proof of Proposition 4.3 provides a method for the determination of j, when γ is given.

To regularize γ, we consider

jε(s) = min
r∈R

{ 1
2ε
|s − r|2 + j(r)

}
, for all s ∈ R and any ε > 0.

Thanks to [6, Proposition 2.11], we have the next results:

Proposition 4.4.

i) D(γ) ⊂ D( j) ⊂ D( j) ⊂ D(γ).

ii) jε(s) = ε2 |γε(s)|2 + j(Jε(s)) where Jε := (I + εγ)−1.

iii) jε is a convex, Frechet-differentiable function and γε = ∂ jε.

iv) jε(s) ↑ j(s) as ε ↓ 0 for all s ∈ R.

Moreover, for any ε > 0, γε is a nondecreasing and Lipschitz-continuous function.

We introduce the operator Bε : W1,p(x)
0 (Ω)→W−1,p′(x)(Ω), defined by

⟨Bεu, v⟩ =
∫
Ω

(
γε(T 1

ε
(u)) + εarctan(u) + Aε(u)

)
vdx, for any u, v ∈W1,p(x)

0 (Ω).

Lemma 4.5. The operator Bε : W1,p(x)
0 (Ω)→W−1,p′(x)(Ω) is bounded, coercive and pseudo-monotone.

Proof. Due to (5) and (6), Bε is monotone and well-defined. As arctan and γε ◦ T 1
ε

are continuous and
bounded, again by the growth assumption (5), we conclude that Bε is pseudo-monotone (see [16], p.157).

Next, for all u ∈W1,p(x)
0 (Ω), one has

⟨Bεu,u⟩ =
∫
Ω

a(x,∇u) · ∇u
(1 + |T 1

ε
(uε)|)θ(p(x)−1)

dx +
∫
Ω

(
γε(T 1

ε
(u)) + εarctan(u)

)
udx,

since the second term on the right hand side is nonnegative, from (4), we get

⟨Bεu,u⟩ ≥
α

(1 + 1
ε )
θ(p+−1)

∫
Ω

|∇u|p(x)dx

≥ α′∥∇u∥ρp(x),

with

ρ =

p− if ∥∇u∥p(x) ≥ 1,
p+ if ∥∇u∥p(x) < 1.

Hence, Bε is coercive on W1,p(x)
0 (Ω).

In light of Lemma 4.5, for evey fixed ε > 0, the problem (Sε, f ) has at least one solution uε (see [15], [16]).
In other word, for any 0 < ε ≤ 1 and f ∈ W−1,p′(x)(Ω) there exists at least one solution uε ∈ W1,p(x)

0 (Ω) such
that ∫

Ω

(
γε(T 1

ε
(uε)) + εarctan(uε)

)
vdx +

∫
Ω

a(x,∇uε) · ∇v
(1 + |T 1

ε
(uε)|)θ(p(x)−1)

dx = ⟨ f , v⟩ (10)
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holds for all v ∈W1,p(x)
0 (Ω), where ⟨., .⟩ denotes the duality pairing between W1,p(x)

0 (Ω) and W−1,p′(x)(Ω).

The following proposition gives the uniqueness of solutions uε of (Sε, f ) with the right-hand side
f ∈ L∞(Ω) through a comparison principle that will play an important role in the approximation of
solutions to (S, f ) with f ∈ L1(Ω).

Proposition 4.6. For 0 < ε ≤ 1 fixed and f , f̃ ∈ L∞(Ω), let uε, ũε ∈ W1,p(x)
0 (Ω) be solutions of (Sε, f ) and (Sε, f̃ ),

respectively. Then, the following comparison principle holds

ε

∫
Ω

(arctan(uε) − arctan(ũε))+dx ≤
∫
Ω

( f − f̃ )si1n+0 (uε − ũε)dx. (11)

Proof. By taking S+δ (uε − ũε) as a test function in (10) for uε and ũε. Subtracting the resulting inequalities,
we get

I1
ε,δ + I2

ε,δ + I3
ε,δ = I4

ε,δ

where

I1
ε,δ =

∫
Ω

(
γε(T 1

ε
(uε)) − γε(T 1

ε
(ũε))

)
S+δ (uε − ũε)dx,

I2
ε,δ = ε

∫
Ω

(arctan(uε) − arctan(ũε)) S+δ (uε − ũε)dx,

I3
ε,δ =

∫
Ω

 a(x,∇uε)
(1 + |T 1

ε
(uε)|)θ(p(x)−1)

−
a(x,∇ũε)

(1 + |T 1
ε
(ũε)|)θ(p(x)−1)

 · ∇S+δ (uε − ũε)dx,

I4
ε,δ =

∫
Ω

( f − f̃ )S+δ (uε − ũε)dx.

It is easy to see that, for τ ≥ 0 and b ≥ a ≥ 0, the following inequality holds∣∣∣∣∣ 1
(1 + a)τ

−
1

(1 + b)τ

∣∣∣∣∣ = ∣∣∣∣∣ τ(a − b)
(1 + c)τ+1

∣∣∣∣∣ ≤ τ|a − b| for some c ∈ [a, b]. (12)

By using (5) and (12), we have

I3
ε,δ ≥

1
δ

∫
{(uε−ũε)+<δ}

 1
(1 + |T 1

ε
(uε)|)θ(p(x)−1)

−
1

(1 + |T 1
ε
(ũε)|)θ(p(x)−1)

 a(x,∇ũε) · ∇(uε − ũε)+dx

≥ −C
∫
Ω

(
a0(x) + |∇ũε|p

+
−1

)
· |∇(uε − ũε)+|χ{(uε−ũε)+<δ}dx,

then liminf
δ→0

I3
ε,δ ≥ 0.

By letting δ ↓ 0, we deduce (11).

Remark 4.7. Let uε, ũε ∈ W1,p(x)
0 (Ω) be solutions of (Sε, f ) and (Sε, f̃ ), respectively, where f , f̃ ∈ L∞(Ω) be such

that f ≤ f̃ a.e. in Ω and ε > 0. So, it is a direct result of Proposition 4.6 that uε ≤ ũε a.e. in Ω. Moreover, by the
monotonicity of γε ◦ T 1

ε
it follows that also γε(T 1

ε
(uε)) ≤ γε(T 1

ε
(ũε)) a.e. in Ω.

Next, we need a priori estimates on the weak solution uε of approximate problems (Sε, f ) and show that
the solution has the regularity needed to give sense to the weak formulation and that it is possible to pass
to the limit in the part with the differential operator.



Y. Akdim et al. / Filomat 38:16 (2024), 5839–5861 5848

4.2. A priori estimates
If we choose the test function Gk(H(uε)) in the weak formulation (10), where

H(s) =
∫ s

0

dt
(1 + t)θ

,

we obtain∫
Xk

(
γε(T 1

ε
(uε)) + εarctan(uε)

)
Gk(H(uε))dx +

∫
Xk

a(x,∇uε) · ∇uε
(1 + |T 1

ε
(uε)|)θp(x)

dx =
∫

Xk

f Gk(H(uε))dx,

such that Xk = {|H(uε)| > k}.

By using (4) and the fact that γε is nondecreasing with γε(0) = 0, it follows that

α

∫
Ω

|∇Gk(H(uε))|p(x)dx ≤
∫
Ω

| f ||Gk(H(uε))|dx. (13)

In view of the Sobolev inequality, we have∫
Ω

|∇Gk(H(uε))|p(x)dx ≥ C1

(∫
Ω

|Gk(H(uε))|p
∗(x)dx

) ρ2
ρ1

, (14)

where

ρ1 =

p∗+ if ∥Gk(H(uε))∥p∗(x) ≥ 1,
p∗− if ∥Gk(H(uε))∥p∗(x) < 1.

;ρ2 =

p+ if ∥∇Gk(H(uε))∥p(x) < 1,
p− if ∥∇Gk(H(uε))∥p(x) ≥ 1.

By (13) and (14), we obtain(∫
Ω

|Gk(H(uε))|p
∗(x)dx

) ρ2
ρ1

≤ C2∥χXk∥p∗′(x)∥Gk(H(uε))∥p∗((x)

≤ C∥χXk∥p∗′(x)

(∫
Ω

|Gk(H(uε))|p
∗(x)dx

) 1
ρ1

.

Thus(∫
Ω

|Gk(H(uε))|p
∗(x)dx

) ρ2−1
ρ1

≤ C3|Xk|
1
ρ3

where

ρ3 =

p∗′+ if ∥χXk∥p∗′(x) < 1,
p∗′− if ∥χXk∥p∗′(x) ≥ 1.

Let k′ > k, it is clear that Xk′ ⊂ Xk and

|Gk(H(uε))| ≥ k′ − k

on the set Xk′ . Hence

|Xk′ | ≤
C

(k′ − k)p∗−
|Xk|

ρ1
(ρ2−1)ρ3 . (15)
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We have ρ1

(ρ2−1)ρ3
> 1, as a result, by Stampacchia’s Lemma, H(uε) is uniformly bounded (see [19, Lemma

4.1]).
The properties of the function H (especially the fact that lim

s→∞
H(s) = ∞) give a bound for uε in L∞(Ω),

that is

||uε||L∞(Ω) ≤ C∞, (16)

with C∞ is a constant that don’t depend on ε.

Next, by choosing uε as a test function in (10), we get∫
Ω

(
γε(T 1

ε
(uε)) + εarctan(uε)

)
uεdx +

∫
Ω

a(x,∇uε) · ∇uε
(1 + |T 1

ε
(uε)|)θ(p(x)−1)

dx =
∫
Ω

f uεdx,

since the first term on the left hand side is nonnegative, from (4), we obtain

α

∫
Ω

|∇uε|p(x)

(1 + |uε|)θ(p+−1)
dx ≤

∫
Ω

| f ||uε|dx.

As the norm of uε in L∞(Ω) is bounded, we conclude that

∥∇u∥ρ4

p(x) ≤

∫
Ω

|∇uε|p(x)dx ≤ C (17)

where

ρ4 =

p− if ∥∇u∥p(x) ≥ 1,
p+ if ∥∇u∥p(x) < 1.

On the other hand, by using the same arguments as in [2], i.e. taking 1
δ (Tk+δ(γε(T 1

ε
(uε)))−Tk(γε(T 1

ε
(uε))))

as a test function in (10), passing to the limit with δ→ 0 and choosing k > ∥ f ∥∞, we obtain

∥γε(T 1
ε
(uε))∥∞ ≤ ∥ f ∥∞. (18)

4.3. Basic convergence results
This step’s goal is to present the convergence results that are required for the proof that solutions exist.
Taking into account (18), there exists w ∈ L∞(Ω) such that

γε(T 1
ε
(uε))

∗
⇀ w in L∞(Ω). (19)

According to (17), uε remains bounded in W1,p(x)
0 (Ω), we deduce that, there exist a subsequence (not

relabeled) and a function u such that

uε ⇀ u weakly in W1,p(x)
0 (Ω) and a.e. in Ω. (20)

We will demonstrate that

uε → u strongly in W1,p(x)
0 (Ω). (21)

By choosing uε − u as test function in (10), we get that, for
1
ε
> C∞,∫

Ω

(
γε(T 1

ε
(uε)) + εarctan(uε)

)
(uε − u)dx +

∫
Ω

a(x,∇uε)
(1 + |uε|)θ(p(x)−1)

· (∇uε − ∇u)dx =
∫
Ω

f (uε − u)dx. (22)
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Concerning the first term on the left-hand side of (22). In virtue of (20), we get uε → u in L1(Ω) and by
(19), we obtain

lim
ε→0

∫
Ω

(
γε(T 1

ε
(uε)) + εarctan(uε)

)
(uε − u)dx = 0. (23)

Likewise, since f belongs to L∞(Ω), we have

lim
ε→0

∫
Ω

f (uε − u)dx = 0. (24)

On the other hand, by (23) and (24) one has

lim
ε→0

∫
Ω

a(x,∇uε)
(1 + |uε|)θ(p(x)−1)

· (∇uε − ∇u)dx = 0.

By using (5) and Vitali’s Theorem, we get that

a(x,∇u)
(1 + |uε|)θ(p(x)−1)

→
a(x,∇u)

(1 + |u|)θ(p(x)−1)
strongly in (Lp′(x)(Ω))N.

We deduce, by (20), that

lim
ε→0

∫
Ω

a(x,∇u)
(1 + |uε|)θ(p(x)−1)

· (∇uε − ∇u)dx = 0.

Then, we obtain

lim
ε→0

∫
Ω

(
a(x,∇uε)

(1 + |uε|)θ(p(x)−1)
−

a(x,∇u)
(1 + |uε|)θ(p(x)−1)

)
· (∇uε − ∇u)dx = 0. (25)

According to (6), the integrand function in the left-hand side in (25) is nonnegative, so,(
a(x,∇uε)

(1 + |uε|)θ(p(x)−1)
−

a(x,∇u)
(1 + |uε|)θ(p(x)−1)

)
· (∇uε − ∇u)→ 0 in L1(Ω).

So, up to a subsequence still indexed by ε, we have(
a(x,∇uε(x))

(1 + |uε(x)|)θ(p(x)−1)
−

a(x,∇u(x))
(1 + |uε(x)|)θ(p(x)−1)

)
· (∇uε(x) − ∇u(x))→ 0

for almost every x in Ω.

Consequently, there exists a subset Γ of Ω of zero measure, such that for every x in Ω\Γ, one has

Dε(x) =
(

a(x,∇uε(x))
(1 + |uε(x)|)θ(p(x)−1)

−
a(x,∇u(x))

(1 + |uε(x)|)θ(p(x)−1)

)
· (∇uε(x) − ∇u(x))→ 0,

|u(x)| < ∞, |∇u(x)| < ∞, |a0(x)| < ∞ and uε(x)→ u(x).

As a result, from (5), (4) and (16) we can write

Dε(x) ≥
α

(1 + |C∞|)θ(p+−1)
|∇uε(x)|p(x)

− c(x)(1 + |∇uε(x)| + |∇uε(x)|p(x)−1), (26)

where c(x) is a constant which depends on x but does not depend on ε, which shows, in view of (26), that
the sequence |∇uε(x)| is uniformly bounded in RN with respect to ε. Now, arguing as in the same way as in
Lemma 3.4. in [4], we get

uε → u strongly in W1,p(x)
0 (Ω).
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4.4. Proof of Theorem 4.1

Now, we can show that (u,w) satisfies (8). To do this, coming back to (10) and let v ∈ W1,p(x)
0 (Ω). For

every
1
ε
> C∞ one has∫
Ω

(
γε(T 1

ε
(uε)) + εarctan(uε)

)
vdx +

∫
Ω

a(x,∇uε) · ∇v
(1 + |uε|)θ(p(x)−1)

dx =
∫
Ω

f vdx. (27)

In view of (21), we have for a subsequence

∇uε → ∇u a.e. in Ω,

which with

uε → u a.e. in Ω

yields, since
a(x,∇uε)

(1 + |uε|)θ(p(x)−1)
is bounded in (Lp′(x)(Ω))N,

a(x,∇uε)
(1 + |uε|)θ(p(x)−1)

⇀
a(x,∇u)

(1 + |u|)θ(p(x)−1)
weakly in (Lp′(x)(Ω))N.

Then, passing to the limit in (27), we get∫
Ω

wvdx +
∫
Ω

a(x,∇u)
(1 + |u|)θ(p(x)−1)

· ∇vdx =
∫
Ω

f vdx for any v ∈W1,p(x)
0 (Ω).

4.5. Subdifferential argument

To demonstrate that u(x) ∈ D(γ(x)) and w(x) ∈ γ(u(x)) for almost all x ∈ Ω, we use the same arguments
as in [20].

Indeed, in view of iii) from Proposition 4.4, for each 0 < ε ≤ 1, it follows that

jε(s) ≥ jε(T 1
ε
(uε)) + (s − T 1

ε
(uε))γε(T 1

ε
(uε)) a.e. in Ω, for all s ∈ R. (28)

Fixing ε0 > 0 and letting E be an arbitrary measurable subset of Ω, multiplying (28) by the function
hη(uε)χE, then integrating over Ω and applying iv) from Proposition 4.4, we get that

j(s)
∫

E
hη(uε)dx ≥

∫
E

(
jε0 (Tη+1(uε))hη(uε) + (s − Tη+1(uε))hη(uε)γε(T 1

ε
(uε))

)
dx

for all s ∈ R and any 0 < ε < min
(
ε0,

1
η

)
.

By letting ε goes to zero, having in the mind that E arbitrary, we get from the preceding inequality that

j(s)hη(u) ≥ jε0 (Tη+1(u))hη(u) + whη(u)(s − Tη+1(u)) a.e. in Ω, for all s ∈ R. (29)

Letting η tends to infinity and then ε0 goes to zero in (29), we deduce that

j(s) ≥ j(u(x)) + w(x)(s − u(x)) a.e. in Ω, for all s ∈ R.

Therefore, u ∈ D(γ) and w ∈ γ(u) for a.e. in Ω.

We therefore complete the proof of Theorem 4.1 with this final step.
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5. Proof of Theorem 3.5

5.1. Approximation problems

For m,n ∈ N and f ∈ L1(Ω), let fm,n ∈ L∞(Ω) be defined as in the beginning of section 4. In view of
Theorem 4.1, there exists a solution (um,n,wm,n) of (S, fm,n) such that um,n ∈ W1,p(x)

0 (Ω) ∩ L∞(Ω), wm,n ∈ L∞(Ω)
and ∫

Ω

wm,nvdx +
∫
Ω

a(x,∇um,n)
(1 + |um,n|)θ(p(x)−1)

· ∇vdx =
∫
Ω

fm,nvdx (30)

holds for all v ∈W1,p(x)
0 (Ω) and m,n ∈N.

5.2. A priori estimates

Claim 5.1. Suppose (um,n,wm,n) is a solution of (S, fm,n). Then, for k > 0, there exists a constant C(k) > 0, not
depending on m,n ∈N, such that

||Tk(um,n)||W1,p(x)
0 (Ω) ≤ C(k), (31)

and

||wm,n||L1(Ω) ≤ || f ||L1(Ω). (32)

Proof. By taking Tk(um,n) as a test function in (30), we obtain∫
Ω

wm,nTk(um,n)dx +
∫
Ω

a(x,∇um,n)
(1 + |um,n|)θ(p(x)−1)

· ∇Tk(um,n)dx =
∫
Ω

fm,nTk(um,n)dx. (33)

Since wm,n has the same sign as um,n and from (4), we get

α

∫
Ω

|∇Tk(um,n)|p(x)dx ≤ (1 + k)θ(p+−1)k|| f ||L1(Ω). (34)

Now, to obtain (32), we drop in (33) the positive term and keep∫
Ω

wm,nTk(um,n)dx ≤
∫
Ω

fm,nTk(um,n)dx ≤ k|| f ||L1(Ω),

since wm,n ∈ γ(um,n) a.e. in Ω, it follows that∫
{|um,n |>k}

|wm,n|dx ≤ || f ||L1(Ω),

by passing to the limit with k ↓ 0 and applying the Fatou’s Lemma, one has∫
Ω

|wm,n|dx ≤ || f ||L1(Ω).
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5.3. Weak convergence of Tk(un) in W1,p(x)
0 (Ω)

By definition, fm,n is a bi-monotone approximation of f in L1(Ω),

fm,n ≤ fm+1,n and fm,n+1 ≤ fm,n.

According to Proposition 4.6 it follows that

uεm,n ≤ uεm+1,n and uεm,n+1 ≤ uεm,n (35)

a.e. in Ω for all m,n ∈N and any ε > 0.

Then, passing the limit as ε ↓ 0 in (35) yields

um,n ≤ um+1,n and um,n+1 ≤ um,n (36)

a.e. in Ω for all m,n ∈N.

Setting wε := γε(T 1
ε
(uε)), using (35), Remark 4.7, the fact that wεm,n

∗
⇀ wm,n in L∞(Ω) and this convergence

preserves order, we obtain

wm,n ≤ wm+1,n and wm,n+1 ≤ wm,n (37)

a.e. in Ω for all m,n ∈N.

From (32) and (37), we get

wm,n ↑m wn
↓n w in L1(Ω), (38)

where wn,w : Ω → R are measurable functions, finite a.e. in Ω. Here, we use the notation ↓n respectively
↑n, to denote convergence of a sequence which is monotone decreasing, respectively increasing, in n.

In view of (36), we conclude that

um,n ↑m un
↓n u a.e. in Ω, (39)

where un,u : Ω→ R are measurable functions.

So as to prove that u is finite almost everywhere, we will give an estimate on the level sets of um,n in the
following Claim 5.2.

Claim 5.2. For m,n ∈N, let (um,n,wm,n) be a solution of (S, fm,n). Then, there exists a constant C > 0, not depending
on m,n ∈N such that

|{|um,n| ≥ l}| ≤ Cl−Θ for all l ≥ 1, (40)

where Θ = (p+ − 1)
(

p− − 1
p+ − 1

− θ

)
.

Proof. By Chebyshev’s inequality and Poincaré’s inequality in W1,p−

0 (Ω), also by (34), we have

lp
−

|{|um,n| ≥ l}| ≤
∫
{|um,n |≥l}

|Tl(um,n)|p
−

dx

≤ C
(∫
{|∇Tl(um,n)|<1}

|∇Tl(um,n)|p
−

dx +
∫
{|∇Tl(um,n)|≥1}

|∇Tl(um,n)|p(x)dx
)

≤ C
(
|Ω| +

∫
Ω

|∇Tl(um,n)|p(x)dx
)

≤ Clθ(p+−1)+1.

Then, we obtain (40).
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Clearly (7) in particular implies Θ > 0. Note that, as (um,n)m is pointwise increasing with respect to m,
we get

lim
m→∞

|{um,n > l}| = |{un > l}| (41)

and

lim
m→∞

|{um,n ≤ −l}| = |{un
≤ −l}|. (42)

Combining (40) with (41) and (42), we obtain

|{un
≤ −l}| + |{un > l}| ≤ Cl−Θ (43)

for all l ≥ 1, thus un is finite a.e. for any n ∈N.

Using similar justifications, we conclude that

|{u ≤ −l}| + |{u > l}| ≤ Cl−Θ (44)

from (43), it follows that u is finite a.e. inΩ. Next, since wm,n ∈ γ(um,n) almost everywhere inΩwe deduce,
by a subdifferential argument, that wn

∈ γ(un) and w ∈ γ(u) a.e. in Ω.

In the sequel of this section, for m,n ∈ N, let (um,n,wm,n) be a solution of (S, fm,n). We construct a
subsequence (m(n))n, by applying the diagonal principle in L1(Ω), such that

wn := wm(n),n → w in L1Ω) and a.e. in Ω,

fn := fm(n),n → f in L1Ω) and a.e. in Ω,

it follows that

un := um(n),n → u converges a.e. in Ω. (45)

Using (31) and (45) together, for any k > 0, we obtain

Tk(un)⇀ Tk(u) in W1,p(x)
0 (Ω). (46)

5.4. Some regularity results
Claim 5.3. There exists a subsequence of un such that, for each

q(x) ∈
(
1,

(p(x) − 1 − θ(p+ − 1))N
N − 1 − θ(p+ − 1)

)
, (47)

we have

||un||W1,q(x)
0 (Ω) ≤ C. (48)

Proof. Take k > 0 and denote Bk = {k < |un| ≤ k + 1}. We choose the test function T1(un − Tk(un)) in the weak
formulation (30), to obtain∫

Ω

wnT1(un − Tk(un))dx +
∫
Ω

a(x,∇un) · ∇T1(un − Tk(un))
(1 + |un|)θ(p−1)

dx =
∫
Ω

fnT1(un − Tk(un))dx.

Since wn has the same sign as un and from (4), we get

α

∫
Bk

|∇un|
p(x)

(1 + |un|)θ(p(x)−1)
dx ≤ || f ||L1(Ω),
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particularly, there exists C1 > 0 such that∫
Bk

|∇un|
p−

(1 + |un|)θ(p+−1)
dx ≤ C1. (49)

In a first step, let q+ be a constant such that

1 ≤ q+ <
(p− − 1 − θ(p+ − 1))N

N − 1 − θ(p+ − 1)
. (50)

Note that (50) in particular implies q+ < p− and
p−r

p− − q+
< q+∗ where r =

q+θ(p+ − 1)
p−

.

Next, we will estimate
∫

Bk

|∇un|
q+dx for all k > 0. According to (49) and Hölder’s inequality, we conclude

that ∫
Bk

|∇un|
q+dx =

∫
Bk

|∇un|
q+

(1 + |un|)r (1 + |un|)rdx

≤

(∫
Bk

|∇un|
p−

(1 + |un|)θ(p+−1)
dx

) q+

p−
(∫

Bk

(1 + |un|)
p−r

p−−q+ dx
) p−−q+

p−

≤ C2|Bk|
p−−q+

p− + C2

(∫
Bk

|un|
p−r

p−−q+ dx
) p−−q+

p−

≤ C2|Bk|
p−−q+

p− + C3

(∫
Bk

|un|
q+∗dx

) r
q+∗

|Bk|
p−−q+

p− −
r

q+∗ .

Clearly |Bk| ≤
1

kq+∗

∫
Bk

|un|
q+∗dx for all k ≥ k0 ≥ 1, one has

∫
Bk

|∇un|
q+dx ≤ C2

(
1

kq+∗

∫
Bk

|un|
q+∗dx

) p−−q+

p−

+ C3
1

k
q+∗

(
p−−q+

p− −
r

q+∗

)
(∫

Bk

|un|
q+∗dx

) p−−q+

p−

≤
C4

k
q+∗

(
p−−q+

p− −
r

q+∗

)
(∫

Bk

|un|
q+∗dx

) p−−q+

p−

. (51)

Now note that∫
Ω

|∇un|
q+dx =

k0−1∑
k=0

∫
Bk

|∇un|
q+dx +

∞∑
k=k0

∫
Bk

|∇un|
q+dx.

From (49) and Hölder’s inequality, we deduce∫
Ω

|∇un|
q+dx ≤ Ck0 +

∞∑
k=k0

∫
Bk

|∇un|
q+dx

≤ Ck0 + C4

 ∞∑
k=k0

1

k
q+∗

(
p−−q+

p− −
r

q+∗

)
p−

q+


q+

p−
 ∞∑

k=k0

∫
Bk

|un|
q+∗dx


p−−q+

p−

≤ Ck0 + C4

 ∞∑
k=k0

1

k
q+∗

(
p−−q+

p− −
r

q+∗

)
p−

q+


q+

p−

∥un∥

q+∗(p−−q+ )
p−

Lq+∗ (Ω)
. (52)
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Note that
∞∑

k=k0

1

k
q+∗

(
p−−q+

p− −
r

q+∗

)
p−

q+

converges since q+∗
(

p− − q+

p−
−

r
q+∗

)
p−

q+
> 1. Then

∫
Ω

|∇un|
q+dx ≤ Ck0 + C5∥un∥

q+∗ (p−−q+)
p−

Lq+∗ (Ω)
.

Applying the Sobolev embedding W1,q+

0 (Ω) ⊂ Lq+∗ (Ω), one gets

(∫
Ω

|un|
q+∗dx

) q+

q+∗

≤ C6

∫
Ω

|∇un|
q+dx

≤ Ck0 + C7∥un∥

q+∗ (p−−q+ )
p−

Lq+∗ (Ω)
.

In other words,

∥un∥
q+

Lq+∗ (Ω)
≤ Ck0 + C7∥un∥

ϱ

Lq+∗ (Ω)
,

where ϱ := q+∗(p−−q+)
p− . Since p− < N one has ϱ < q+ and as a result, we get that

∥un∥W1,q+

0 (Ω)
≤ C,

for some constant C > 0. As a consequence, there exists a constant C′ > 0 such that

∥un∥L1(Ω) ≤ C′. (53)

Now let us consider a continuous variable exponent q on Ω verifying the pointwise estimate (47).
According to the continuity of q(·) and p(·) on Ω, there exists a constant δ > 0 such that

max
y∈B(x,δ)∩Ω

q(y) < min
y∈B(x,δ)∩Ω

(p(y) − 1 − θ(p+ − 1))N
N − 1 − θ(p+ − 1)

for all x ∈ Ω. (54)

Note thatΩ is compact and therefore we can cover it with a finite number of balls (Bi)i=1,...,k. Furthermore,
there exists a constant ρ > 0 such that

|Bi ∩Ω| > ρ for all i = 1, ..., k. (55)

We denote by q−i and q+i (respectively p−i and p+i ) the local minimum and the local maximum of q on
Bi ∩Ω (respectively the local minimum and the local maximum of p on Bi ∩Ω).

It is clear that∫
Bi∩Ω

|∇un|
q+i dx =

k0−1∑
k=0

∫
Bi∩Bk

|∇un|
q+i dx +

∞∑
k=k0

∫
Bi∩Bk

|∇un|
q+i dx

≤ Ck0 +

∞∑
k=k0

∫
Bi∩Bk

|∇un|
q+i dx.

Using now the same reasoning as before locally, we get that inequality (51) holds on Bi ∩ Bk, i.e:

∫
Bi∩Bk

|∇un|
q+i dx ≤

C′4

k
q+i
∗

(
p−i −q+i

p−i
−

ri
q+i
∗

)
(∫

Bi∩Bk

|un|
q+i
∗

dx
) p−i −q+i

p−i
,
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where ri =
q+i θ(p+i − 1)

p−i
. From this estimate and Hölder’s inequality, we deduce

∫
Bi∩Ω

|∇un|
q+i dx ≤ Ck0 + C′4


∞∑

k=k0

1

k
q+i
∗

(
p−i −q+i

p−i
−

ri
q+i
∗

)
p−i
q+i


q+i
p−i

 ∞∑
k=k0

∫
Bi∩Bk

|un|
q+i
∗

dx


p−i −q+i

p−i

≤ Ck0 + C′4


∞∑

k=k0

1

k
q+i
∗

(
p−i −q+i

p−i
−

ri
q+i
∗

)
p−i
q+i


q+i
p−i

∥un∥

q+i
∗ (p−i −q+i )

p−i

Lq+i
∗

(Bi∩Ω)
. (56)

Denote by uni the average of uni over Bi ∩Ω:

uni =
1

|Bi ∩Ω|

∫
Bi∩Ω

undx.

In view of (53) and (55), we deduce that

|uni | ≤
C′

ρ
. (57)

By Poincaré-Wirtinger’s inequality, we obtain

∥un − uni∥Lq+i
∗

(Bi∩Ω)
≤ C8∥∇un∥Lq+i (Bi∩Ω)

, (58)

for some constant C8 > 0.

Keeping in mind (54), from (57), (58) and (56), we conclude that

∥un∥
q+i

Lq+i
∗

(Bi∩Ω)
≤ C9 + C10∥un∥

ϱi

Lq+i
∗

(Bi∩Ω)
,

for some constants C9,C10 > 0, where ϱi :=
q+i
∗(p−i −q+i )

p−i
< q+i .

Clearly, this gives that, for some constant C11, depending on p(·), q(·) and C1,

∥un∥
q+i

Lq+i
∗

(Bi∩Ω)
≤ C11 (59)

for all i = 1, ..., k.

Finally, since q+i
∗
≥ q∗(x) ≥ q(x) and q+i ≥ q(x) for all x ∈ Bi ∩Ω and for all i = 1, ..., k, we deduce from (56)

and (59) that

∥un∥Lq∗ (·)(Ω) + ∥un∥W1,q(·)
0 (Ω) ≤ C12,

for some constant C12 depending on p(·), q(·) and Ω. So, the proof of the Claim 5.3 is concluded.

In order to pass to the limit in the weak formulation (30), the almost everywhere of the ∇un to ∇u is
required.
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5.5. Almost everywhere convergence of gradients
Claim 5.4. There exist a measurable function u and a subsequence of un, still denoted by un, such that

∇un → ∇u a.e. in Ω. (60)

Proof. The proof for this claim is practically similar to that establishing in [21, Lemma 4.1]. Due to small
modifications, we simply outline the main processes in this proof.

Let λ be a real number between 0 and 1 which will be determined later, define

ã(x,u, ξ) =
a(x, ξ)

(1 + |u|)θ(p(x)−1)

and

En =

∫
Ω

((ã(x,un,∇un) − ã(x,un,∇u)) · ∇(un − u))λdx.

It is clear that En is well defined and En ≥ 0 thanks to (6). We fix k > 0 and split En on the sets {|u| ≤ k}
and {|u| > k}, we obtain

En = E1(n, k) + E2(n, k),

where

E1(n, k) =
∫
{|u|>k}

((ã(x,un,∇un) − ã(x,un,∇u)) · ∇(un − u))λdx

and

E2(n, k) =
∫
{|u|≤k}

((ã(x,un,∇un) − ã(x,un,∇u)) · ∇(un − u))λdx.

For E2(n, k), we have

E2(n, k) ≤ E3(n, k) =
∫
Ω

((ã(x,un,∇un) − ã(x,un,∇Tk(u))) · ∇(un − Tk(u)))λdx.

For h > k + 1, we split E3(n, k) on the sets {|un − Tk(u)| ≤ h} and {|un − Tk(u)| > h}, we get

E4(n, k, h) =
∫
{|un−Tk(u)|>h}

((ã(x,un,∇un) − ã(x,un,∇Tk(u))) · ∇(un − Tk(u)))λdx

and

E5(n, k, h) =
∫
{|un−Tk(u)|≤h}

((ã(x,un,∇un) − ã(x,un,∇Tk(u))) · ∇(un − Tk(u)))λdx

=

∫
Ω

((ã(x,un,∇un) − ã(x,un,∇Tk(u))) · ∇Th(un − Tk(u)))λdx

≤ |Ω|1−λ
(∫
Ω

(ã(x,un,∇un) − ã(x,un,∇Tk(u))) · ∇Th(un − Tk(u))dx
)λ

= |Ω|1−λ (E6(n, k, h))λ .

The term E6(n, k, h) can be written as the difference E7(n, k, h) − E8(n, k, h) such that

E7(n, k, h) =
∫
Ω

ã(x,un,∇un) · ∇Th(un − Tk(u))dx
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and

E8(n, k, h) =
∫
Ω

ã(x,un,∇Tk(u)) · ∇Th(un − Tk(u))dx.

Now we choose λ < 1 such that λp+ < q− where q is the same as in Claim 5.3. Due to (45), (46), (48) and
in similar fashion as Lemma 4.1. in [21], it yields that

lim
k→∞

lim sup
n→∞

E1(n, k) = 0,

lim
k→∞

lim
h→∞

lim sup
n→∞

E4(n, k, h) = 0,

lim
n→∞

E8(n, k, h) = 0.

For E7(n, k, h), let us take, for h > 0, Th(un − Tk(u)) as a test function in (30), to get∫
Ω

wnTh(un − Tk(u))dx +
∫
Ω

a(x,∇un) · ∇Th(un − Tk(u))
(1 + |un|)θ(p(x)−1)

dx =
∫
Ω

fnTh(un − Tk(u))dx.

By the strong convergence of fn and wn in L1(Ω), we conclude that

lim
n→∞

E7(n, k, h) =
∫
Ω

f Th(u − Tk(u))dx −
∫
Ω

wTh(u − Tk(u))dx.

As a result,

lim
k→∞

lim
n→∞

E7(n, k, h) = 0.

Putting together all the limitations, one thus has

lim
n→∞

En = 0.

So, in the similar way as in [21], we obtain that

∇un(x)→ ∇u(x) a.e. in Ω.

5.6. Passage to the limit
We are now able to prove the result of existence of entropy solution of the problem (S, f ) announced in

Theorem 3.5.
Let v ∈W1,p(x)

0 (Ω) ∩ L∞(Ω) and k > 0 be fixed, by taking Tk(un − v) as a test function in (30), one has∫
Ω

wnTk(un − v)dx +
∫
Ω

a(x,∇un) · ∇Tk(un − v)
(1 + |un|)θ(p(x)−1)

dx =
∫
Ω

fnTk(un − v)dx. (61)

As wn and fn are strongly convergent in L1(Ω), while Tk(un − v) converges both weakly∗ in L∞(Ω) and
a.e. to Tk(u − v), we obtain

lim
n→∞

∫
Ω

wnTk(un − v)dx =
∫
Ω

wTk(u − v)dx

and

lim
n→∞

∫
Ω

fnTk(un − v)dx =
∫
Ω

f Tk(u − v)dx.
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Lastly, let us examine the second term of (61), we split it as the sum∫
{|un−v|≤k}

a(x,∇un) · ∇un

(1 + |un|)θ(p(x)−1)
dx −

∫
{|un−v|≤k}

a(x,∇un) · ∇v
(1 + |un|)θ(p(x)−1)

dx.

Observe that the second integral is on a subset of the set where |un| ≤ k + ||v||L∞(Ω) = M, thus, it can be
written as∫

{|un−v|≤k}

a(x,∇TM(un)) · ∇v
(1 + |TM(un)|)θ(p(x)−1)

dx.

Since
a(x,∇TM(un))

(1 + |TM(un)|)θ(p(x)−1)
is bounded in (Lp′(x)(Ω))N. Thus, by (45) and (60), we obtain

a(x,∇TM(un))
(1 + |TM(un)|)θ(p(x)−1)

⇀
a(x,∇TM(u))

(1 + |TM(u)|)θ(p(x)−1)
weakly in (Lp′(x)(Ω))N.

Then, the second integral converges, as n goes to infinity, to∫
{|u−v|≤k}

a(x,∇TM(u)) · ∇v
(1 + |TM(u)|)θ(p(x)−1)

dx =
∫
{|u−v|≤k}

a(x,∇u) · ∇v
(1 + |u|)θ(p(x)−1)

dx.

Due to (4), the integrand function of the first integral is nonnegative, so, using Fatou’s Lemma, (45) and
(60), we obtain that∫

{|u−v|≤k}

a(x,∇u) · ∇u
(1 + |u|)θ(p(x)−1)

dx ≤ lim inf
n→∞

∫
{|un−v|≤k}

a(x,∇un) · ∇un

(1 + |un|)θ(p(x)−1)
dx.

Finally, putting all the terms together, we get∫
Ω

wTk(u − v)dx +
∫
{|u−v|≤k}

a(x,∇u) · ∇(u − v)
(1 + |u|)θ(p(x)−1)

dx ≤
∫
Ω

f Tk(u − v)dx.

which is (9). As a result, (u,w) is an entropy solution of the problem (S, f ). Claim 5.3 ensures the regularity
of the entropy solution u.

So that the proof of the Theorem 3.5 is now completed.
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